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Abstract In the process of selecting Commercial

fOff-The-Shelf (COTS) products, it is inevitable to

encounter mismatches between system requirements

and COTS products. These mismatches occur as a re-

sult of an excess or shortage of the COTS attributes.

This paper proposes a decision support approach,

called MiHOS (Mismatch Handling for COTS Selec-

tion), that aims at addressing COTS mismatches during

and after the selection process. MiHOS can be inte-

grated with existing COTS selection methods at two

points: (1) For evaluating COTS candidates: MiHOS

estimates the anticipated fitness of the candidates if

their mismatches are resolved. This helps to base our

COTS selection decisions on the fitness that the can-

didates will eventually have if selected. (2) Mismatch

resolution after selecting a COTS product: MiHOS

suggests alternative plans for resolving the most

appropriate mismatches using suitable actions, such

that the most important risk, technical, and resource

constraints are met. A case-study is used to illustrate

MiHOS and to discuss its added value.

Keywords COTS versus requirements mismatch �
Decision support � COTS selection

1 Introduction

1.1 Background

In the last decade, Commercial Off-The-Shelf (COTS)

software products have received a lot of industry

attention due to their potential for time and effort

saving when building software systems [1]. COTS refer

to software products that are developed by a third party

for the general public for the purpose of integration into

a larger system [2]. Open source software (OSS) has

also been recently considered as COTS products due to

the fact that both OSS and COTS are treated the same

way in practical applications [3]. In this paper we use

the term COTS to refer to both OSS and COTS.

Several challenges are encountered when using COTS

products such as the lack of control over COTS devel-

opment and how it meets our specific requirements [4, 5],

the incompleteness and uncertainty of information, and

the large number of evaluation criteria and constraints [6].

In order to cope with such challenges, suitable methods

and techniques should be used to evaluate existing COTS

products, and then select the most appropriate COTS.

Many proposals were made in literature to model the

COTS selection process, (e.g., [7–10]). However, most of

the existing COTS selection methods fail to deal properly

with the situation in which many mismatches are

encountered between the stakeholders’ requirements

and the COTS candidates1. This problem, which is the

focus of this paper, is described in more details next.
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1.2 Problem description and motivation

With the increasing proliferation and diversity of COTS

products, searching for COTS products based on some

requirements would result in identifying many candidates

that satisfy the requirements with different degrees; yet,

probably none of these candidates would perfectly

match the requirements [13]. These mismatches, which

appear between COTS attributes2 and the requirements,

occur as a result of an excess or shortage of COTS

attributes. Such mismatches are inevitable because

COTS products are made for broad use while stake-

holders’ requirements are specific to their context [5, 14].

The so called buy-and-adapt approach [15] is usually

employed when encountering many COTS mis-

matches. In buy-and-adapt approach, the COTS

product with the highest fitness with the stakeholders’

requirements is selected. After selecting this COTS, as

many mismatches as possible are resolved in order to

improve its fitness with the requirements.

We argue here that in such cases and during the COT

selection process, the COTS candidates should be

evaluated, (i.e., compared) based on their anticipated

fitness if their mismatches are resolved. However, there

are usually limited resources, (e.g., effort and budget)

for resolving these mismatches. This means we typically

can only resolve a subset of all COTS mismatches.

Resolving different subsets of mismatches will have

different impact on the overall COTS fitness. The

question arises: what is the ‘‘right’’ subset of mis-

matches that should be resolved under the given re-

source constraints? This right subset has to be roughly

identified when comparing different COTS candidates

in order to estimate their anticipated fitness, and thus

select the best-fit COTS product in a more efficient way.

In addition, it is not enough to only identify the

‘‘right’’ mismatches, but also to choose the ‘‘right’’

resolution actions. Typically, alternative resolution

actions can be used to resolve each mismatch. Differ-

ent resolution actions require different amounts of

resources, (i.e., effort and budget), and impose different

risks on the system under development. Therefore, the

‘‘right’’ subset of resolution actions should be chosen

such that the ‘‘right’’ mismatches are resolved, with the

least risk, and within the given resource constraints.

This problem gets more complex as the number of

mismatches and their alternative resolution actions in-

crease. Consequently, this increases the difficulty of

making appropriate decisions for: (i) selecting the best-

fit COTS product, and (ii) resolving the ‘‘right’’ mis-

matches of the selected product using the ‘‘right’’ res-

olution actions. Inefficient decisions not only affect the

functionality and quality of the system, but might also

result in serious consequences, e.g., losing market share.

This paper tries to address the COTS mismatch

problem by providing support to human decision

makers during COTS selection. The selection is done

based on pro-active analysis of the impact of mismatch

handling. We define COTS mismatch handling as:

The process in which mismatches and their reso-

lution actions are analyzed; and a selected set of

mismatches is resolved using certain resolution

actions.

For that, the paper proposes an approach called MiHOS

(Mismatch-Handling for COTS Selection). MiHOS can

be integrated into existing COTS selection methods to

support handling COTS mismatches during and after the

COTS selection process. MiHOS has two major uses:

(1) MiHOS is used when comparing the COTS can-

didates, (i.e., during COTS evaluation) when

making decisions to select a COTS. The objective

of MiHOS here is to estimate the anticipated

fitness of the COTS candidates if the ‘right’ mis-

matches for each candidate are resolved. This use

of MiHOS is referred to as MiHOS.Evaluation.

(2) MiHOS is used after selecting a COTS product

when resolving its mismatches. MiHOS is used to

support planning the resolution of the ‘right’

mismatches using the ‘right’ set of resolution ac-

tions (for the selected COTS). This use is referred

to as MiHOS.Planning.

MiHOS follows an iterative and evolutionary deci-

sion support framework called EVOLVE* [16]. Instead

of providing only one solution to decision makers, Mi-

HOS suggests a portfolio of qualified solutions. The

decision makers are then invited to explore and analyze

these solutions, and then either accept one solution, or

refine the problem model and regenerate further re-

fined solutions. This kind of interactive decision support

allows decision makers to have more participation in

and control over the decision making process. It is

worth mentioning that MiHOS is not intended to ad-

dress mismatches related to quality requirements. This

is, however, discussed in more details in Sect. 6.

1.3 Paper structure

This paper consists of seven sections. In Sect. 2, an

overview of the COTS selection and mismatch

2 The term ‘‘COTS attributes’’ is used to refer to COTS func-
tionalities and qualifications. These attributes are defined based
on COTS vendors’ documentations and based on our under-
standing for the domain.
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handling problems is given. Sect. 3 proposes a formal

model of the problem: COTS mismatch handling. In

Sect. 4, the proposed approach is described. A case

study illustrates the approach in Sect. 5. Next, Sect. 6

describes the limitations of the proposed approach.

Finally, we provide conclusions and suggestions for

future research in Sect. 7.

2 COTS selection and mismatch handling in a nutshell

2.1 Goal-driven COTS selection

Several efforts have been made during the last decade

to model the COTS selection process, e.g., OTSO [7],

PORE [17], CAP [10], and IQMC [18]. There is no

commonly accepted method for COTS selection [6].

Nevertheless, all COTS selection methods agree on

some key steps that can be iterative and overlapping;

these key steps formulate a General COTS Selection

(GCS) process which is described as follows (Fig. 1):

Step 1: Define evaluation criteria based on system

requirements.

Step 2: Search for COTS products.

Step 3: Filter search results based on a set of ‘must-

have’ requirements in order to define a short list of

COTS candidates to be evaluated in more details.

Step 4: Evaluate COTS candidates, (i.e., in the short

list)

Step 5: Analyze the evaluation data, (i.e., the output

of Step 4) and select the COTS product that has the

best fitness with the requirements.

Note that after Step 5, an additional step is usually

performed to resolve some of the mismatches within

the selected COTS product, i.e., to customize the

COTS product as needed.

COTS selection is often done based on a simple

weighing and aggregation method. Each criterion is

given a weight to represent its importance, and COTS

candidates are evaluated (scored) against the criteria.

Scores are then multiplied by the weights, and the

weighted scores are summed.

We suggest the use of a goal-driven approach to

define hierarchical evaluation criteria. A goal is [19]

‘‘an objective that the system under consideration

should achieve. They may be formulated at different

levels of abstraction, ranging from high-level, strategic

concerns to low-level, technical concerns.‘‘ Based on

this, we define two types of goals: strategic goals and

technical goals. Strategic goals refer to high level

requirements that cannot be directly measured in a

COTS candidate, i.e., by measuring the performance

of one functional attribute of the COTS. For example,

a strategic goal might be ‘‘to have secure communi-

cations’’. Each strategic goal is decomposed into more

refined subgoals [20, 21]. The decomposition process

continues until defining goals that are at the same

level of granularity of COTS features. We refer to the

goals at this level as technical goals which represent

measurable criteria; for example, ‘‘to support SSL

protocol‘‘. More examples of strategic goals decom-

posed into technical goals will be given later in

Sect. 5.1.

The decomposition process should be done in par-

allel with COTS exploration and evaluation. The rea-

son for this is that an analyst should be aware of

existing COTS capabilities and constraints so as to

define a goal graph that addresses stakeholders’ stra-

tegic needs at the high-levels, and in the same time

maps to COTS features at the technical-goal levels, i.e.,

could be used to evaluate COTS products based on

one-to-one comparison between technical-goals and

COTS features.

Formally, the decomposition results in a hierarchical

goal graph G = (V, A), where V is divided into two

types of nodes: strategic-goals (G) and technical-goals

(g), and A is a set of arcs connecting these nodes

(Fig. 2). An arc connecting two goals indicates that the

child goal at the arc’s tail is contributing to achieving

the parent goal at the arc’s head. The number of

hierarchical levels depends on the system, but should

be kept small to reduce complexity, (e.g., 3–4 levels).

Using the hierarchical criteria definition, the weights

are defined on each arc in the goal graph G to represent

the importance of child-goals to achieving their parent-

goals. The relative weight (as described in Sect. 3.1.4)

can be then estimated for each technical-goal.

The same weighing and aggregation method de-

scribed in the GCS process applies here, but with small

differences: (i) the relative-weights of technical-goals

are used instead of the simple weights in the GCS

process, and (ii) the COTS products are evaluated

(scored) against the technical-goals. Each score repre-

sents a matching level (ML) between a technical-goal

and a COTS attribute (Fig. 2). The value of ML 2 [0,1]Fig. 1 The general COTS selection (GCS) process
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indicates different levels of satisfaction of the techni-

cal-goals by the corresponding COTS attributes; 1

indicates full satisfaction and 0 no satisfaction. When a

mismatch occurs, the ML value is less than 1. The value

of ML is estimated using several methods and on dif-

ferent scales, but eventually any estimation has to be

normalized to the range [0,1]3.

It is worth mentioning that there exist some goal-

driven approaches and tools for COTS selection, e.g.,

DesCOTS [22] which is a tool that relies on IQMC

[18]. DesCOTS uses the i* framework [23] to model

goals based on the ISO9126 [24] quality model. The

user is then asked to define the selection requirements

based on the developed goal graph, and the weighted

score of these requirements is used to support the

selection. MiHOS on the other hand assumes the use of

the approach described in [20, 21] to define strategic

and technical goals. COTS products are evaluated

against technical goals, and the scores of selected

strategic goals are estimated using weighted score

method described in the previous paragraph. The

benefit of using such approach is two-folds:

(1) It allows decision makers at Step 5 of the GCS

process to analyze the scores of different strate-

gic-goals instead of having only total scores of

COTS candidates. Total scores tend to mask

individual criteria that may present weaknesses or

strengths; i.e., a high score in one criterion hides a

low score in another.

(2) It allows more flexibility for the interactive deci-

sion support. Decision makers can easily explore

different scenarios with certain strategic-goals,

e.g., ‘‘During COTS selection, what is the best

COTS product if all mismatches related to the

‘‘security strategic goal’’ are resolved? ’’ This is

illustrated in more details in our case-study in

Sect. 5.

2.2 COTS mismatch handling

Several efforts for analyzing the COTS mismatch

problem have been reported. For example, Alves et al.

[20] studied conflicts that arise from different types of

mismatches. Mohamed et al. [25] introduced a classi-

fication of possible mismatch types, (i.e., problem

space) as well as a classification of possible resolution

actions, (i.e., solution space).

In short, a mismatch occurs whenever a COTS

attribute does not exactly match the corresponding

technical goal. Typically, such mismatches can be

classified into one of five types: (i) ‘‘ZeroMatch’’ which

indicates that a COTS product fails to satisfy a tech-

nical goal, (ii) ‘‘PartialMatch’’ which indicates that a

COTS partially satisfies a technical goal, (iii) ‘‘Surplus’’

which indicates that a COTS has extra functionality

that is not required, (iv) ‘‘Overmatch’’ which indicates

that a COTS functionality exhibits more capability

than required, and finally (v) ‘‘Equivalence’’ which

indicates that a COTS functionality contributes to

achieving the strategic goal behind a required technical

goal, but does not match the technical goal itself . A

detailed description of all mismatch types is outside the

scope of this paper and can be found in [25].

Practically, COTS mismatches can be resolved using

different ways:

(i) Adapting our requirements. That is, to revise our

requirements and thus make a compromise that

reduces the mismatch [26]

(ii) Tailoring or extending the COTS product. This

technique is used to fix mismatches related to

COTS functionality. As stated by Vigder et al.

[15], this can be realized by:

– • Add-ons: to acquire additional add-ons that add

functionality to the COTS product.

– • Scripting: to write custom code using a scripting

language supported by the COTS product.

Examples of such scripting languages include

JavaScript, VisualBasic, Perl.

– • API: to develop a controlling program that calls

COTS functions using its API interface.

– • Modifying source: to modify the COTS source

code if available. This is a risky action because

of several maintenance issues [1, 2, 27]

In order to decide which mismatches are to be re-

solved using which actions, several factors should be

considered: (a) the impact of different mismatches on

Strategic goals (G)

Technical goals (g)

COTS attributes 

 

Attributes of a COTS 
Product under evaluation 

 ML  Matching Level between a COTS 
attribute & a technical goal

 LEGEND

M
L 1

g1 gm

M
L

m

…

…

… …

…

Fig. 2 Hierarchical definition
for COTS evaluation criteria

3 More details on ML estimation are documented in a technical
report that is available upon request.
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the COTS-fitness, and (b) the effort, cost, and risk of

alternative resolution actions for each mismatch. In

addition, the application of the selected set of resolu-

tion actions should not exceed available resources.

MiHOS.Evaluation and MiHOS.Planning take into

account the above factors when being integrated into

the GCS process. Before describing MiHOS approach,

a formal model of the problem (which is the core of

MiHOS) is described in the next section.

3 Mismatch handling: a formal model

The core of our approach, MiHOS, is a formal model

of the mismatch handling problem. We give a

description of this formal model in this section. Next,

MiHOS is described in details in Sect. 4.

3.1 Problem facets

3.1.1 Decision variables

Suppose we have a COTS product that has a set of

mismatches M = {mi: i = 1 to I}. For each mismatch mi,

assume we identified a set Ai of J possible resolution

actions, ("mi): Ai = {aij: j = 1to J}. The goal is to select

one resolution action aij (at most) for each mismatch

mi. This is described by the decision variables, ("mi):

{xij: j = 1to J}, where xij = 1 if the resolution action aij is

chosen to resolve the mismatch mi, and xij = 0 if aij is

not chosen.

For the set of resolution-actions Ai applicable to a

mismatch mi, we define each resolution action aij2Ai to

be sufficient to completely resolve mi. Therefore, we

are constrained by choosing only one resolution action

to resolve each mi, This constraint is represented by,

("mi):
P

j xij £ 1 . On the other hand, a mismatch mi is

tolerated if no resolution action is chosen, i.e.,

("j=1 to J) xij = 0.

3.1.2 Mismatch amount

Based on the discussion of the ML in Sect. 2, whenever

MLi < 1 then we have a mismatch mi. We estimate the

mismatch amount for each mi as

ð8miÞ : Amounti ¼ 1�MLi ð1Þ

3.1.3 Technical risk

We assume applying each resolution action aij imposes

a technical risk equal to rij. This technical risk can be

refined into failure risk and instability risk. The failure

risk measures the risk that the developer might fail to

resolve a mismatch. For example, using ‘‘scripting’’ to

resolve a mismatch might fail if developers do not have

enough expertise with the scripting language to be used.

The instability risk refers to the probability that a res-

olution action would cause instability of the existing

system, i.e., the system to which the COTS is integrated.

For example, using a beta version of an ‘‘add-on’’ to

resolve a mismatch might cause instability of the final

system. Both failure risk and instability risk are esti-

mated by experts on a nine-point scale, see Table 1.

Assuming equal distance between the above nine-

point scale, the technical risk of a resolution action can

be estimated from the formula,

rij ¼ a � failure riskij þ b � instability riskij ð2Þ

where a + b = 1; a and b indicate the relative impor-

tance of the two types of risks, and are defined by ex-

perts. In critical systems, the risk of causing system

instability might be more critical than failing to resolve

mismatches. In this case, b should be set to a value

higher than a. In our work, we see both risks of equal

importance, and thus we use a = b = 0.5.

3.1.4 Relative importance of technical-goals

Consider a mismatch mi exists between a COTS attri-

bute and a technical-goal gi. This technical-goal is at

the leaf level of a hierarchical graph of Y higher-level

strategic-goals Gi,y:y = 1 to Y. Now, assume gi is as-

signed a weight of importance ti;and Gi,y is assigned a

weight of importance equals to xiy. Then for a uniquely

defined path q[gi, Gi,Y] between the nodes giand Gi,Y,

the relative importance W i of the node gi with respect

to Gi,Y is obtained by multiplying all weights of the arcs

along q, (see Fig. 3):

Xi ¼ ti �
Y

y¼1:::ðY�1Þ
xi y: ð3Þ

Table 1 Meaning of values of
resolution actions’ failure risk
and instability risk

Even numbers can be inter-
preted as a refinement of
values above and below

Value Meaning

Failure risk
1 Extremely low
3 Very low
5 High
7 Very high
9 Extremely high

Instability risk
1 Extremely low
3 Very low
5 High
7 Very high
9 Extremely high
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In case there is more than one path from a technical-

goal to the highest-level strategic-goal, then the path

resulting in the maximum relative importance is

considered.

3.1.5 Stakeholders

In many cases, several stakeholders are involved in the

estimation process of ‘‘the goals’ relative importance’’

and ‘‘the technical risk of resolution actions’’. Assume

we have a set S of K stakeholders abbreviated by S =

{sk: k = 1to K}. The degree of importance of each

stakeholder sk is denoted by the relative importance kk

2{1,3,5,7,9}; this indicates very low, low, medium, high,

and very high importance, respectively. Even numbers,

(e.g., kk = 2, 4, 6, 8) indicate a refinement of values

above and below. We use a nine-point ordinal scale to

allow sufficient differentiation between stakeholders’

degrees of importance.

For aggregating different stakeholders’ estimations,

we use a weighted average function. For each stake-

holder sk:

(i) If sk has estimated a relative importance W ik for a

goal gi, then the resulting relative importance is

Xi ¼
X

k

kk �Xik ð4Þ

(ii) If sk has estimated a technical risk rijk for a res-

olution action aij, then the resultant technical risk

is determined by

rij ¼
X

k

kk � rijk ð5Þ

3.1.6 Constraints

3.1.6.1 Resource constraints Different resources are

required for applying resolution actions. Each resource

has a maximum capacity that should not be exceeded.

For this paper, we assume two types of resources re-

lated to effort and to cost. The principal steps of the

MiHOS method will remain the same if further types of

resources would be added. For the two resource types:

budget and effort, we introduce Cap1 for the budget

available and Cap2 for the total effort available. We

assume that every mismatch resolution action aij uses

an amount Usageijt of resource t. Thus, the total amount

of resources consumed by the selected set of resolution

actions (represented by decision variables xij) must be

less than the total capacity of these resources,
X

ij

xij � Usagei j t � Capt; t ¼ 1; 2 ð6Þ

3.1.6.2 Pre-assignments The user has an option to

pre-assign a certain mismatch to be either ‘‘resolved’’

or ‘‘tolerated’’ before running the model. If mi is pre-

assigned to be resolved, then the model must select

exactly one resolution action to apply. This means, the

sum of decision variables related to all resolution ac-

tions Ai applicable to mi must equal to 1, (i.e.,
P

j xij =

1). On the other hand, if a mismatch mi is to be tol-

erated, then no resolution actions should be suggested

for it, (i.e.,
P

j xij = 0).

3.2 Objective function

The objective function brings together the problem

facets described so far in Sect. 4. Typically, planning

for mismatch handling aims at: (a) maximizing the

resultant COTS fitness, and (b) using resolution actions

with minimum risk. Point (a) is influenced by two as-

pects: goals relative importance W i and mismatches

amount Amounti, while point (b) is influenced by only

one aspect: technical risk rij of selected resolution ac-

tions. The proposed objective function brings these

aspects together in a balanced way. The objective is to

maximize function F(x) subject to the satisfaction of

the above constraints. F(x) is given as:

FðxÞ ¼
X

i

½Amounti �Xi �
X

j

ðxij DrijÞ� ð7Þ

where Drij = 10 – rij indicates how safe an action aij is.

Similar to rij, Drij is also based on an ordinal scale, but

is handled as ratio scale. We use Drij instead of rij be-

cause maximizing F(x) should yield the minimum risk,

(i.e., the maximum safety) of selected actions.

4 MiHOS: an approach to handle COTS mismatches

MiHOS is a three-phase approach that allows decision

makers to interactively participate in and have more

Fig. 3 Relative importance of
technical-goals
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control over the decision making process. MiHOS adopts

the concept of providing a portfolio of qualified solutions

with maximum diversification; this concept was originally

presented in [16]. In the following, we explain this con-

cept and then describe the main phases of MiHOS.

4.1 Qualified solutions

The formal model described in Sect. 3 constitutes an

optimization problem. A qualified solution to this

problem is any solution that is of a high enough level of

quality to solve the right mismatches using the right

resolution actions. To identify these qualified solutions,

we initially rely on optimization algorithms.

The formalized problem in Sect. 3 can be solved by the

optimization package LINDO [28]. Assume that solving

such problem would yield an optimum solution X0 with

the maximum possible objective function value equal to

F(X0). Based on this, we define a qualified solution as any

solution X* that possesses two characteristics:

(1) X* lies in the feasible space which is delimited by

the problem constraints described in Sect. 3.1.6.

(2) F(X*) ‡ a � F(X0), where a is a predefined quality

level, and a 2(0,1].

In our approach, we choose the quality level a =

0.95 in order to address the uncertainty involved when

defining the values of problem parameters, e.g., ‘mis-

match amount’ and ‘technical risk’. Due to inherent

uncertainty, it would make little sense to require higher

accuracy.

4.2 Qualified solutions with maximum

diversification

Diversification of qualified solution is a technique that

provides more efficient support to decision makers. It

provides a portfolio of qualified solutions that are

structurally diversified. The human experts can then

review different solution alternatives which have a

guaranteed level of quality. It is assumed that following

such an approach would be more appropriate for

supporting human decisions than providing only one

mathematically optimal solution that, however, might

not match the actual problem needs [16]. Providing a

portfolio of qualified and diversified solutions would

give the decision makers more participation in and

control over the decision making process.

The necessity of diversification stems from the fact

that if the solutions are not significantly different, they

are not really alternatives. Thus, to make best use of

the diversification notion, we need to provide a set of

qualified solutions that have the maximum diversifica-

tion. The strategy used in MiHOS to get this set is

described in ‘‘Appendix 1’’.

4.3 A hybrid approach for mismatch-handling

during COTS selection

MiHOS follows a framework called EVOLVE* [16]

that provides decision support using hybrid intelligence

that brings computational and human intelligence to-

gether. The computational part of MiHOS is used to

solve the formal-model of the problem and to provide

a set of qualified solutions with maximum diversifica-

tion to human decision makers. Then, the decision

makers, (i.e., human intelligence) are invited to ana-

lyze these solutions and either accept one of them, or

refine the formal model based on their knowledge that

evolves through successive iterations. Such iterative

and evolutionary approach allows addressing the

wicked and uncertain character of the problem.

Overall, MiHOS includes several tasks performed

during three phases: (1) Modeling, (2) Exploration, and

(3) Consolidation (Fig. 4). Before describing these

three phases, we want to give the big picture of how

MiHOS is integrated into the COTS selection process.

MiHOS has two main uses: MiHOS.Evaluation and

MiHOS.Planning (refer to Sect. 1.2). As seen in Fig. 5,

the output of MiHOS is a set of alternative resolution

plans for handling COTS mismatches. These plans are

used at two points during COTS selection: (1) when

selecting the best COTS product from the most prom-

ising candidate, (i.e., MiHOS.Evaluation), and (2) after

selecting a COTS product, (i.e., MiHOS.Planning).

4.3.1 Modeling

The modeling phase aims at describing the settings of

the mismatch problem to be suitable for the format

given in Sect. 4. This includes three main tasks:

Fig. 4 Hybrid intelligence to support planning for mismatch
handling
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(1) Identify mismatches and resolution actions. For

each COTS candidate, identify:

a. The set of mismatches mi and the applicable res-

olution actions Ai.

b. The technical risk rij associated with each resolu-

tion action aij.

c. The resources required for each resolution action

aij. In our approach, we consider two types of re-

sources: ‘‘Effortij’’ which refers to the person-hours

needed to apply aij, and ‘‘Costij’’ which refers to

any financial expenses required for applying aij.

Estimating the effort and cost using a combination

of expert judgment with formal models, (e.g., [29])

has proven promising [30, 31].

(2) Identify relative goal importance. Estimate the

relative importance W i of each technical-goal gi

that has a mismatch mi with a COTS attribute.

(3) Identify constraints. Identify the problem con-

straints (see Sect. 3.1.6). This includes:

a. Defining any ‘pre-assignments’ for resolving or

tolerating the mismatches.

b. Estimating available resource constraints, i.e., Ef-

fort and Budget. Here, MiHOS allows the project

manager to choose one of two options:

– • Fixed-resources option: the project manager

defines ‘one value’ for each resource type, e.g.,

effort = 60 person-hours. This option allows the

project manager to explore the output of

MiHOS only at the defined value.

– • Ranged-resources option: the project manager

defines a ‘value range’ for a resource, e.g.,

effort = 40–100 person-hours. This option al-

lows the project manager to explore the output

of MiHOS at different resources values. This

option helps to make more informed decisions

as it gives decision makers information about

different possible scenarios at different resource

values within a defined range. This is illustrated

in more details in Sect. 5.

4.3.2 Exploration

In this phase, the computational part of MiHOS ex-

plores the solution space. A set of qualified alternative

plans is generated based on our formal model given in

Sect. 3. This formal model constitutes a linear integer

programming problem [32] as all the model’s objec-

tives and constraints are linear functions, and the

decision variables are integers.

(1) For MiHOS.Evaluation: MiHOS’s exploration

phase is used to estimate the average anticipated

fitness of COTS candidates under evaluation

based on the five suggested plans. The average

anticipated fitness is calculated as follows:

Avg:Anticipated Fitness

¼
P

n¼1::NAnticipated fitness if Plann is applied

N
ð8Þ

where N = total number of suggested plans. In case of

choosing ‘Fixed constraints’ option in the Modeling

phase, the anticipated fitness is calculated only once for

the given resource constraints. In case of using ‘ranged-

resources’ option, the anticipated fitness is calculated at

several successive values in the defined resource range.

(2) For MiHOS.Planning: after the decision maker

selects a COTS product, the exploration phase

helps planning the resolution of the COTS mis-

matches by suggesting several alternative plans.

These plans are given to decision makers to

analyze them during the Consolidation phase of

MiHOS.

4.3.3 Consolidation

In this phase decision makers review the output of the

exploration phase. They might then refine the problem

settings as necessary and go to the next iteration.

(1) For MiHOS.Evaluation: after evaluating COTS

products, MiHOS’s consolidation phase allows

decision makers to perform what-if analysis to

examine the impact of ‘changing the problem

settings’ on the ‘anticipated fitness’ of different

COTS candidates. For example, decision makers

might want to compare COTS candidates if all

mismatches related to security are resolved. This

is done using the ‘‘pre-assignment’’ feature of our

model. Decision makers can then analyze COTS

Fig. 5 Integrating MiHOS to
COTS selection process
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candidates based on their ‘anticipated security

scores’ as well as their ‘anticipated overall scores’.

(2) For MiHOS.Planning: when trying to solve mis-

matches of the selected COTS product, MiHOS’s

consolidation phase enables decision makers to

review and analyze the alternative plans suggested

in the exploration phase. The decision makers then

have the choice either to accept one of the plans, or

refine the problem settings and go to the next

iteration. During each iteration, decision makers’

knowledge evolves and more refinement of the

underlying model occurs. The iterations continue

until a desirable solution alternative is found.

5 Case study

5.1 Settings

We use a case study from the e-services domain: the

acquisition of a content management system (CMS) for

creating an e-business solution. CMS are COTS prod-

ucts which can be used to facilitate creating online

news portals using managed contents, (i.e., text, ima-

ges, videos, etc).

Initially, a set of 275 goals were defined to represent

system requirements at different levels of abstraction.

From these, 153 goals were defined at the technical-

goals level, and 122 were strategic goals. While the

strategic goals were defined based on stakeholders’

high-level requirements, (i.e., those which cannot be

directly measured in COTS products), the technical

goals were defined so as to map COTS features as

means to operationalize the strategic goals (refer to

Sect. 2.1). Figure 6 shows a part of the goal graph and

how it is used in COTS evaluation. On the left is the

strategic goals and how they are decomposed to more

refined goals. the figure shows four levels of strategic

goals, and one level of technical goals. The right part of

the figure shows the features of a COTS product under

evaluation, and how they are compared with the

technical goals. Some mismatches are shown by the

symbol ‘‘?’’.4

The COTS market was searched, and a subset of 30

‘‘must-have’’ technical-goals was used to define a

shortlist of five COTS candidates using progressive

filtering [17]. All candidates had different mismatches

with different amounts. As an example, we show in

‘‘Appendix 2’’ (Table 4) the mismatches of COTS4.

Next, the resource constraints were estimated:

• For the Budged constraint, the ‘Fixed resource

option’ was chosen, and the available_budget was

set to $2,000.

• For the Effort constraint, the ‘Ranged-resource

option’ was chosen, and the available_effort ranges

was initially set to a range from 10 to 100 person-

hours.

5.2 Results for MiHOS.Evaluation: applying

MiHOS after COTS evaluation

MiHOS was applied to estimate the average antici-

pated fitness for COTS candidates if their mismatches

are resolved5. The average is based on the five qualified

plans suggested by MiHOS. The anticipated fitness is

used to compare different COTS candidates. In this

case study, MiHOS’s output was analyzed through

three successive phases as follows:

Fig. 6 Evaluating a COTS
product against technical
goals

4 Full details of the case study are available upon request.
5 In most cases, the differences between the anticipated fitness in
these plans did not exceed ±1%.
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• Phase 1: Given the resource constraint defined in

Sect. 5.1, i.e., Available_Budget=$2,000, and Avail-

able_Effort = 10–100 person-hours, the anticipated

fitness of the COTS candidates was estimated and

the output was depicted as seen in Fig. 7; where the

y-axis represents the anticipated fitness, and the x-

axis represents the change in the available_effort

value.

Figure 7 provided a better insight on the resolv-

ability of COTS candidates’ mismatches under differ-

ent resource values. Having this figure and based on

the current project settings, the available_effort was set

by decision makers to 60 person-hours.

• Phase 2: Based on Phase 1, the resource constraints

were set in this phase to Available_Budget=$2,000,

and Available_Effort=60 person-hour. Table 2

summarizes the output of MiHOS. The antici-

pated_fitness under the given resource constraints

is listed in Table 2, column 2. Based on this

information, (i.e., in column 2), it was found that

both COTS4 and COTS5 have the highest antici-

pated-fitness. Yet, it was hard to choose between

COTS4 and COTS5 as we could not rely on the

accuracy of such a small difference between their

anticipated-fitness values. Therefore, it was decided

to examine the scenario if the ‘security’ of COTS

candidates is maximized, i.e., if all mismatches

related to the ‘security’ goal of COTS candidates

are resolved (as described in Sect. 4.3.3).

• Phase 3: After applying the scenario: maximize the

‘security’ of COTS candidates, it was found that

COTS4 is the best choice. This is because COTS4

showed the best anticipated overall fitness (Table 2,

column 3) with the maximum anticipated security

score (Table 2, column 4). Consequently, we

decided to select COTS4 as the best COTS product.

Note that Table 2 also compares COTS selection

with and without the use of MiHOS. If MiHOS was not

used, then COTS candidates would have been com-

pared based on their current fitness. In such case,

COTS2 might have been selected due to its high fitness

value (column 5 in Table 2). This shows the added

valued of using MiHOS at this stage of COTS selec-

tion, i.e., when comparing different COTS candidates.

5.3 Results for MiHOS.Planning: applying MiHOS

after COTS selection

After selecting COTS4, we wanted to choose the best

plan to solve its mismatches. The same values used

before for MiHOS.Evaluation, i.e., the mismatch

amount, effort to solve mismatches, etc. for COTS4 are

reused here. The plans suggested by MiHOS for

resolving COTS4’s mismatches are analyzed more

extensively to choose the best one.

In more details, COTS4 had an overall of 64

mismatches between its attributes and the original

Fig. 7 Anticipated fitness
value of COTS candidates

Table 2 Analysing COTS candidates before and after applying
MiHOS

After resolving the ‘right-mismatches’ Fitness
before
using
MiHOSa

(%)

Anticipated
fitnessa (%)

Anticipated
fitness with
max
securitya (%)

Security
before fi
aftera

COTS1 78 68 84 fi 100% 63
COTS2 82 81 86 fi 92 % 75
COTS3 73 70 70 fi 77.9 % 61
COTS4 92 91 72 fi 100% 68
COTS5 89 69 58 fi 95% 53

a The ‘fitness-values’ were obtained using the weighing-and-
aggregation method described in Sect. 2
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technical-goals (see ‘‘Appendix 2’’). The set of 95%

qualified solutions were explored and the most diver-

sified five solutions were identified. Table 3 shows

these solutions.

In Table 3, the rows show alternative plans, while

the columns refer to different mismatches. The cells

containing ‘x’ suggest tolerating relevant mismatches,

while other cells suggest solving relevant mismatches

mi using actions aij. The last four columns show the

evaluation of the suggested plans. As can be seen,

these five suggested plans have a consensus on the

majority of resolution-actions. For example, for mis-

match m1, all suggested plans, (i.e., X0 –X4) suggest

resolution action a1,1. Therefore, we felt more confi-

dent to use those actions. One the other hand, we

focused our analysis on the differences between the

suggested plans. All alternative plans were seen

reasonable and eventually alternative X0 was adopted

as it required the least resources.

6 Limitations of MiHOS

As is the case with any approach, the quality of Mi-

HOS’s results relies on the quality of the input data. As

mentioned in [33], every evaluation is subject to

uncertainty, e.g., how meaningful are the results ob-

tained if the effort estimation is inaccurate? and if the

weights are imprecise? This uncertainty creates risk to

the validity of the results. To mitigate the risk, MiHOS

suggests some techniques to improve estimations.

More precisely, estimation by analogy as described in

[29] is suggested to improve effort estimation. Simi-

larly, the analytical hierarchy process (AHP) [34] is

suggested to determine weights of criteria. In addition

to that, MiHOS tries to reduce the uncertainty using

two fundamental techniques:

(i) Hybrid problem solving making synergy between

computational and human expert intelligence (as

suggested in [14] to provide decision support for

software release planning).

(ii) The use of a portfolio of qualified solutions with

maximum diversification. These solutions are se-

lected from the set of solutions exceeding 95% of

maximum objective function value allows for 5%

tolerance in accepting output solutions. With such

tolerance, a plan suggested by MiHOS is likely to

remain within the acceptable range, (i.e., the top

5%) even when having some inaccuracies in input

values. A similar approach that uses comparable

techniques to cope with the input uncertainties

has proven promising in the area of software

release planning [16, 35].

On the other hand, we argue that the extra effort

needed for applying MiHOS during and after the

selection process is more helpful and less risky than

acting reactively if problems occur. We suggest using

MiHOS in big projects in which inefficient decisions

would have critical consequences, e.g., related to

finances or human safety. We also recommend apply-

ing MiHOS during the selection process only after

having a small set of the most promising COTS can-

didates so as to reduce the effort required for defining

the problem settings. However, once the problem

settings are defined, it is very easy and almost effort-

less to re-run MiHOS several times so as to explore

different scenarios of the problem. For example, in our

case study the scenario ‘‘evaluate COTS candidates if

their security is maximized’’ was done in almost no

time by few clicks on the computer keyboard, and

yet yielded important information that significantly

affected our decision.

In addition, handling mismatches related to quality

requirements (QR) might be difficult. This problem

arises from the difficulty of estimating the cost and

effort for achieving a specific target level by solving

such mismatches. In our case study, there was an

exceptional case in which MiHOS was able to deal with

the ‘‘security’’ quality attribute. This reason is that it

was possible to map ‘‘security’’ to a determinate set of

functional requirements. However, applying MiHOS to

other QRs, (e.g., reliability) would be difficult.

7 Summary and outlook

We proposed a decision-support approach, called Mi-

HOS, that can be integrated with any existing COTS

selection method at two points: (1) when evaluating

most promising COTS candidates; the role of MiHOS

here is to estimate the anticipated fitness if the right

mismatches are resolved for each candidate; and (2)

after selecting a COTS product in order to help plan-

ning the resolution of the right mismatches using the

right resolution-actions. MiHOS takes in consideration

factors such as the impact of a mismatch on COTS

fitness, and the cost, effort and risk of resolution ac-

tions. Our case study showed the significance of using

MiHOS in qualifying the decisions related to the

COTS selection process.

Although MiHOS tries to reduce uncertainty by

various means as described in [6], there will still exist

some uncertainty that could cause risks for the validity

of the output. For this reason, another component was

developed to be used along with MiHOS; namely

MiHOS-SA which stands for MiHOS-Sensitivity
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Analysis. MiHOS-SA aims at checking the robustness

of MiHOS’s results against input errors. MiHOS-SA

asks analysts to identify input parameters to be ana-

lyzed as well as the error range at the inputs for the

analysis. MiHOS then simulates the error and shows the

corresponding potential results. This allows decision

makers to have better insight about the validity risks

of the output, and hence make more appropriate

Table 3 Suggested resolution
plans for COTS4 (mismatches
pre-assigned as to be tolerated
are not shown)

Mismatches Alternative sets of resolution actions

X0 X1 X2 X3 X4

m (1) a (1,1) a (1,1) a (1,1) a (1,1) a (1,1)
m (2) a (2,1) a (2,1) a (2,1) a (2,1) a (2,1)
m (3) a (3,1) a (3,1) a (3,1) a (3,1) a (3,1)
m (4) a (4,1) a (4,1) a (4,1) a (4,1) a (4,1)
m (5) a (5,1) a (5,1) a (5,1) a (5,1) a (5,1)
m (6) a (6,1) a (6,1) a (6,1) a (6,1) a (6,1)
m (7) a (7,1) a (7,1) a (7,1) a (7,1) a (7,1)
m (8) a (8,1) a (8,1) a (8,1) a (8,1) a (8,1)
m (9) a (9,2) a (9,2) a (9,1) a (9,1) a (9,2)
m (10) X X X X X
m (11) X X X X X
m (12) a (12,1) a (12,1) a (12,1) a (12,1) a (12,1)
m (13) a (13,1) a (13,1) a (13,1) a (13,1) a (13,1)
m (15) a (15,1) a (15,1) a (15,1) a (15,1) a (15,1)
m (16) X X X X a (16,1)
m (17) a (17,1) X a (17,1) a (17,1) X
m (18) X a (18,1) X a (18,1) X
m (19) X X a (19,1) a (19,1) a (19,1)
m (20) a (20,1) X a (20,1) X X
m (23) a (23,1) a (23,1) a (23,1) a (23,1) a (23,1)
m (24) a (24,1) a (24,1) a (24,1) X a (24,1)
m (25) X X a (25,1) a (25,1) a (25,1)
m (26) a (26,1) a (26,1) a (26,1) a (26,1) a (26,1)
m (27) a (27,1) a (27,1) a (27,1) a (27,1) a (27,1)
m (30) a (30,1) X X a (30,1) X
m (31) X X X X X
m (32) X X X X X
m (41) a (41,1) a (41,1) a (41,1) a (41,1) a (41,1)
m (44) a (44,1) a (44,1) a (44,1) a (44,1) a (44,1)
m (45) a (45,1) a (45,1) a (45,1) a (45,1) a (45,1)
m (46) X a (46,1) a (46,1) a (46,1) X
m (47) X a (47,1) a (47,1) X X
m (48) a (48,1) X X a (48,1) X
m (49) X X X X a (49,1)
m (50) a (50,1) a (50,1) a (50,1) a (50,1) a (50,1)
m (51) a (51,1) a (51,1) a (51,1) a (51,1) a (51,1)
m (52) a (52,1) a (52,1) a (52,1) a (52,1) a (52,1)
m (53) a (53,1) a (53,1) a (53,1) a (53,1) a (53,1)
m (54) a (54,1) a (54,1) a (54,1) a (54,1) a (54,1)
m (55) a (55,1) a (55,1) a (55,1) a (55,1) a (55,1)
m (56) X a (56,1) X a (56,1) X
m (57) X X X X X
m (58) a (58,1) a (58,1) X a (58,1) X
m (59) a (59,1) a (59,1) a (59,1) a (59,1) a (59,1)
m (60) a (60,1) X a (60,1) X X
m (61) a (61,1) a (61,1) a (61,1) a (61,1) a (61,1)
m (62) a (62,1) a (62,1) a (62,1) a (62,1) a (62,1)
m (63) X a (63,1) a (63,1) X X
m (64) a (64,1) a (64,1) a (64,1) a (64,1) a (64,1)

Objective Function Value 1,535 1,520 1,514 1,502 1,496
Effort (person-hours) 59 60 60 60 60
Cost($) 1,180 1,200 1,200 1,200 1,200
Resultant COTS Fitness (%) 91 92 91 92 90
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decisions. It is worth mentioning that MiHOS-SA was

applied to the case-study used in this paper and the

results showed that MiHOS’s output was relatively

robust in this case-study. A detailed discussion about

MiHOS-SA is beyond the scope of this paper.6

Despite the limitations described in Sect. 6, MiHOS

can be extended to address more complex problems.

For example, instead of considering the overall-effort

for applying resolution-actions, the formal model can

be easily modified to address more refined types of

effort; e.g., development, testing, and documentation

efforts. This differentiation between effort types is

necessary when having different teams in the project

with different effort constraints.

Also, instead of assuming that each mismatch is re-

solved by only one resolution-action, the formal model

can be modified to consider several resolution actions

that together can solve one or more mismatches. This

can be done by adding technological constraints that

define the dependencies between resolution-actions.

We are also working on exploring the use of ‘linear-

combination’ for formulating the objective function,

and comparing the results to the current objective

function. Linear combination might be useful to con-

duct more complex ‘what-if’ analysis. This increases

the customizability of the objective function towards

experts’ preferences.

To better judge the usefulness and applicability of

MiHOS, a more rigorous evaluation is needed. We

plan to conduct further case studies in different

domains in order to evaluate its performance more

deeply and to allow better insight about its perfor-

mance under different circumstances.

Acknowledgments We appreciate the support of the Natural
Sciences and Engineering Council of Canada (NSERC) and of
the Alberta Informatics Circle of Research Excellence (iCORE)
to conduct this research.

Appendix 1: Diversification strategy used in MiHOS

Searching for a subset having the maximum diversifi-

cation among a set of solutions is a challenging problem

[16]. To illustrate this, suppose we have a COTS

product with 70 mismatches mi each of which can be

solved by using one of two resolution actions ai,1and ai,2.

The solution space for such problem would contain 370

possible solutions; this is because each mismatch mi has

three handling actions: solve using ai,1, solve using ai,2,

and tolerate mi. If only 0.0001% of these solutions are

qualified, then the number of qualified solutions for this

problem equals 0.0001% · 370 � 2.58 · 1026. Now, it is

required to search this subset for the most diversified

solutions. Assuming that we need a subset of five

diversified solutions, we would have 2.58 · 1026!/

[(2.58 · 1026–5)! · 5!]� 9.53 · 10129 alternative subsets.

A strategy that simplifies the problem by searching

only a subset of the feasible space for the most diver-

sified solutions was introduced in [16]. However, as

stated by the authors, this strategy does not guarantee

the identification of the solutions with the maximum

diversification among the whole feasible space.

In our paper, we propose another strategy. Suppose

that we want to obtain a subset SOL that contains five

solutions having the maximum diversification among

the set of all qualified solutions. And suppose that if we

have two solution plans Xiand Xj 2SOL, then we can

measure the level of diversification by comparing the

structure of Xiand Xj and simply counting the number

of differences �i,j between them. Based on this, we can

X0

X2

X3 X4

X1

SOL = { X0 , X1 , X2 , X3 , X4 }

X0

SOL = { X0 }

X0

X1

SOL = { X0 , X1 }

X0

X2X1

SOL = { X0 , X1 , X2 }

X0

X2

X3

X1

SOL = { X0 , X1 , X2 , X3 }

Step 4, get X4Step1:Initialize Step 2, get X1 Step 3, get X2 Step 4, get X3

Alternative solution plan Number of differences between current plan and other plans Number of differences among plans other than the current one

LEGEND

Fig. 8 Procedure of finding a subset of qualified solutions with maximum diversification

6 MiHOS-SA is described in a technical report that is available
on request.
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identify the subset SOL by applying the following

procedure (see Fig. 8):

1. Initialize the procedure:

1.1. Formulate the original problem P0 as described

in Sect. 3 and get the optimum solution X0 by

solving P0.

1.2. Set SOL = {X0}.

1.3. Set g = 1 (where g is required degree of diversi-

fication. g represented by the number of differ-

ences that are counted between the different

solution plans).

2. Get a qualified solution X1 which has g differences

with X0. This is done as follows:

2.1. Formulate a new problem P1 which is the same as

P0 in addition to a new constraint �1,0 = g (see

Fig. 8).

2.2. Get the solution X1 by solving P1.

2.3. Add X1 to the solution subset SOL; i.e., change

SOL = {X0, X1}.

3. Repeat Step 2 to get the solution X2, and add X2 to

SOL subset. Note that the new formulated problem

P2 has the same formulation as P0 but has addi-

tionally two more constraints, �2,0 = g and �2,1 = g.

4. Similarly to Step 3, repeat Step 2 to get X3and X4,

while adding more constraints that guarantees a

number of differences equal to g among all solu-

tions (see Fig. 8).

5. If the optimization engine, (i.e., LINDO [28]) has

successfully found all diversified solutions X0–X4,

then increment g by one.

6. Repeat Steps 2–5 (while g is being incremented)

until the optimization engine fails to find a feasible

solution to at least one of the new formulated

problems (this often happens when the optimiza-

tion engine fails to solve P4).

7. The required subset SOL would then include the

diversified solutions identified in the most recent

successful run of the optimization engine.

The above procedure also cannot guarantee iden-

tifying the set of qualified solutions with maximum

diversification. This is because it assumes equal dis-

tances between the diversified solutions, while in

reality, the distances between the diversified solutions

might vary. In addition, adding constraints such as

�1,0 = g makes the problem non-linear which makes it

harder to solve.

Appendix 2: Mismatches between COTS4
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